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Abstract

Semantic relations between terms are im-

portant and usefull information for many

applications that exploit specialized texts.

In this paper we address the limits of se-

mantic relation acquisition methods on such

texts. Among these methods, distribu-

tional analysis is statistical and usually used

with big amounts of data. But with low

frequency words, improvements are still

needed. To overcome this limit, we pro-

pose a hybrid method combining several ap-

proaches. We especially focus on the inte-

gration of three methods that acquire hyper-

onymy relations and morpho-syntactic vari-

ants in distributional contexts. We experi-

ment the hybrid method on a corpus of nu-

trition, and evaluate the relations in terms of

precision. The best hybrid model to acquire

semantic relations appears to be the gener-

alization of contexts with hyperonymy rela-

tions, for both nouns and terms as targets.

1 Introduction

Whatever the domain, specialized texts are char-

acterized by terms and relations between terms.

Identifying these relations is crucial in many ap-

plications in Natural Language Processing (NLP),

such as information retrieval, question-answering

systems, information extraction in search engines

or specialized automatic translation. For instance,

a semantic relation that links the terms sucre

(sugar) and saccharose will allow to increase re-

call in a retrieval information system.

Those relations may be provided by terminolo-

gies, but usually those resources are not tuned

to the targeted texts (Bourigault and Slodzian,

1999). Relations may also be automatically ac-

quired from specialized corpora, through differ-

ent strategies. We can take into account morpho-

logical (Grabar and Zweigenbaum, 2000), syn-

tactic (Jacquemin, 1997) or semantic informa-

tion (Jacquemin, 1999), define lexico-syntactic

patterns through observation in corpora (Hearst,

1992; Morin, 1999; Auger and Barriere, 2008),

use machine learning techniques (Snow et al.,

2005) or distributional analysis (Habert and

Zweigenbaum, 2002), etc. All the methods show

various limits. Regarding the quality of the results,

they can either get a low recall (methods are too

restrictive) or a low precision (ambiguities or pol-

ysemy are not well identified). Furthemore, ap-

proaches usually aim at acquiring only one rela-

tion type (for eg., hyperonymy).

Let’s take the example of two methods :

• Lexico-syntactic patterns allow to get a good

precision, but are limited by their (very) low

recall (Embarek and Ferret, 2008), because

of the quite restricted contexts they use.

• On the contrary, distributional analysis (DA)

is more flexible and allows to put many

terms in relation, with a great diversity of

relation types (Morlane-Hondère and Fabre,

2012), but without returning a type of re-

lation. Indeed, DA do not seem to offer

any obvious way to distinguish between syn-

tagmatic (collocations, noun-verb relations)

and paradigmatic relations (synonymy, hy-

peronymy) (Fabre and Bourigault, 2006).

Furthemore, methods based on DA are generally

used with big amounts of data and tend to be less

efficient with low frequency words (Caraballo,
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1999). Results obtained with general language are

promising, but improvement is still required with

specialized texts, even if good results have already

been achieved (Habert and Zweigenbaum, 2002).

As mentionned above, one of DA’s limit is low

frequency words. Indeed, for those words, sim-

ilarity is computed from very little information

(i.e. the one in contexts), that leads to gener-

ate poorer quality groupings of terms (Caraballo,

1999). We assume that this information could be

increased with semantic information as the one

contained in an existing resource or acquired by

a relation acquisition method, as for example, us-

ing hyperonymy relations acquired with patterns.

Following this idea, we intend to define a hybrid

method that switches words in DA contexts for

their hierarchical parent or morphosyntactic vari-

ant. This method normalizes contexts (Henneron

et al., 2005), to increase their frequency.

We first present the related work, then our hy-

brid method and we finally describe the different

experiments we led. The results we get are then

evaluated in terms of precision.

2 Related work

This work uses a DA method, based on the har-

rissian hypothesis that states that words appearing

in a similar context tend to be semantically close

(Harris, 1954). The DA principle has been auto-

mated in the 90’s, and concepts and procedures

used in distributional computations have been well

defined (Sahlgren, 2006; Turney and Pantel, 2010;

Baroni and Lenci, 2010). However, this area of

research still represents some current issues con-

cerning the building, the evaluation and the use

of distributional resources1. We focus here on the

building of distributional resources.

In that respect, during the past few years, re-

search has shifted from using DA methods for

modelling the semantics of words to tuning them

for the semantics of larger units such as phrases or

entire sentences (Hermann et al., 2013). Most ap-

proaches tackle the problem through vector com-

position. Mitchell and Lapata (2008) use lin-

ear algebraic vector operations, testing both ad-

1See for instance, the recent workshop at

ACL 2013 https://sites.google.com/

site/cvscworkshop/ or at the TALN 2013

http://www.taln2013.org/ateliers/

appel-atelier-semantique-distributionnelle/

ditive and multiplicative models, and a combina-

tion of these models. Grefenstette and Sadrzadeh

(2011) apply unsupervised learning of matrices

for relational words to their arguments, in order

to compute the meaning of intransitive and tran-

sitive sentences. Baroni and Zamparelli (2010)

use matrices to model meaning, but only for

adjective-noun phrases, whereas Grefenstette and

Sadrzadeh (2011)’s work also applies to sentences

containing combinations of adjectives, nouns,

verbes and adverbs. Recently, the framework pro-

posed by Grefenstette et al. (2013) combines both

approaches.

An important issue in DA improvement focuses

on distributional contexts, and more precisely on

weighting contexts. Broda et al. (2009) consider

that what matters is not the feature’s exact fre-

quency. They do not use these frequencies as sim-

ple weights but rank contexts and take into ac-

count this rank in DA. Influence on contexts may

also be done by embedding additional semantic in-

formation. With a method based on bootstrapping,

Zhitomirsky-Geffet and Dagan (2009) modify the

weights of the elements in contexts relying on the

semantic neighbours found with a distributional

similarity measure. Based on this work, Ferret

(2013) faces the problem of low frequency words

by using a set of positive and negative examples

selected in an unsupervised way from an original

distributional thesaurus to train a supervised clas-

sifier. This classifier is then applied for reranking

the semantic neighbours of the thesaurus selec-

tion. With the same purpose of solving the prob-

lem of data sparseness, other methods are based

on dimensionality reduction, as Latent Semantic

Analysis (LSA) in (Padó and Lapata, 2007), or on

a bayesian approach of DA (Kazama et al., 2010).

Above work exploits great collection of texts

of general language. However, few works are

also interested in applying DA to specialized do-

mains where text collections are generally smaller

and frequencies lower (Habert and Zweigenbaum,

2002; Embarek and Ferret, 2008). As presented

previously, Ferret (2013) attempts to exploit ma-

chine learning approaches to face the problem of

low frequency of words and contexts. In our work,

we propose an approach that exploits relations ac-

quired with linguistic approaches in order to nor-

malize contexts and increase their frequency. As

we work with specialized texts, our approach dif-114
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Figure 1: Processing steps

fers in considering nouns, adjectives and both sim-

ple and complex terms.

3 Hybrid method

The contexts in which occurs a target word have

associated frequencies which may be used to form

probability estimates. The goal of our hybrid

method is to influence those distributional context

frequencies by normalizing contexts. Indeed, nor-

malization tends to decrease diversity in contexts

in order to increase contexts’ frequency. Our hy-

brid method follows the scheme presented in fig-

ure 1.

Target and context definition During Step 1,

we define target words and contexts. Through

the literature, syntactic analysis is mainly used

to get dependency relations. But as it is time-

consuming and heavy, we choose to use instead

graphical windows within a sentence and around

the target word. As we work on specialized texts,

we also identify terms with the term extractor

YATEA (Aubin and Hamon, 2006).

We define the following parameters:

• Target words: words are in relation when

they have the same POS tag; restricted to ad-

jectives, nouns and terms.

• Distributional contexts: contexts are made of

words that co-occur in a graphical window.

In contexts, we don’t take into account non-

content words (determiners, conjunctions,

adverbs, etc.) and keep only adjectives,

nouns, verbs and terms.

• Fixed window size: we tested two different

sizes described in section 4.

• Word form: for both contexts and target

words we use the lemmas.

Linguistic approaches During the normaliza-

tion process described below, we use three exist-

ing linguistic approaches: two methods that aim

at acquiring hyperonymy relations and one that al-

lows to get morphosyntactic variants.

• Lexico-syntactic Patterns (LSP): we use the

patterns defined by (Morin and Jacquemin,

2004):

1. {some | several etc.} NP : LIST.

2. {other}? NP such as LIST.

where NP is a noun phrase and LIST a list of

noun phrases.

• Lexical Inclusion (LI): uses the syntactic

analysis of the terms. Based on the hypoth-

esis that if a term (ex: épice (spice)) is lex-

ically included in another (ex: épice aro-

matique (aromatic spice)), there is a hyper-

onymy relation between the two terms gener-

ally (Bodenreider et al., 2001).

• Terminological Variation (TV): uses rules

that define a morpho-syntactic transforma-

tion. This transformation may be an inser-

tion, as the insertion of the adjective aro-

matic in épice asiatique (asian spice) - épice

aromatique asiatique (asian aromatic spice)

(Jacquemin, 1996).

Context normalization Once targets and con-

texts are defined comes the core of the hy-

brid method with context normalization. During
115



Step 2, we normalize contexts with the relations

acquired by the three linguistic approaches we

mentionned.

The relations are integrated in contexts in the

following way: a word in context is replaced by

its hyperonym or its morphosyntactic variant. We

define two rules :

• If the word in context matches with only one

hyperonym, context is replaced by this hyper-

onym. For example, if LSP give the relation

matière grasse (fat)/beurre (butter), beurre

(butter) is replaced by matière grasse (fat).

• If the context matches with several hyper-

onyms or variants, we take the hyperonym’s

or variant’s frequency into account, and

choose the one that is the most frequently

in relation with the word in context. For

example, if LSP give the following sup-

posed hyperonyms: matière grasse (fat), pâte

feuilletée (falky pastry), béchamel, casserole

(sauce pan), the one that enters the most fre-

quently in relation with beurre (butter) is se-

lected and used to replace this word in con-

text.

We normalize contexts with each method sep-

aretly and sequentially: the first normalization is

processed on all contexts before the second nor-

malization starts, and so on.

Computation of semantic similarity When

contexts have been normalized, similarity between

two target words of the same POS tag is computed.

As we decrease diversity in contexts during the

normalization step, we choose among the exist-

ing measures (Weeds et al., 2004) a measure that

favors words appearing in similar contexts com-

pared to words appearing in many different con-

texts.

The Jaccard Index (Grefenstette, 1994) normal-

izes the number of contexts shared by two words

by the total number of contexts of those two

words.

sim−JACCARDmn =
|ctxt(wm)

⋂
ctxt(wn)|

|ctxt(wm)
⋃

ctxt(wn)|

Parameter: threshold We filter the relations

according to three parameters, two of them ap-

plied on the contexts and the third one on the tar-

get.

• Number of shared contexts: number of lem-

matized contexts. For example, if two words

share crème (cream), battre (shake), poivre

(pepper), sel (salt), crèmes (creams), battant

(shaking), the number of shared contexts is 4.

• Frequency of the shared contexts: number of

occurrences of the same lemma when shared

in the context position of two target words. In

the previous example, frequencies are crème

(cream)-2, battre (shake)-2, sel (salt)-1 and

poivre (pepper)-1.

• Frequency of the target words: number of oc-

currences of the lemma in the target position.

For each parameter, a threshold is automatically

computed, according to the corpus. It corresponds

to the mean of the values taken by each parameter

on the whole corpus.

4 Experiments

In order to evaluate the contribution and influence

of relations acquired by the three methods, we de-

fine several sets of experiments and evaluate the

relations acquired on existing resources.

4.1 Corpus

We use the merging of the two corpora pro-

vided by DEFT 2013 French challenge2: the train-

ing corpus (2,388,731 words) and the test corpus

(1,539,927 words). They are both French corpora

and contain cooking recipes. Each text of the cor-

pus is made of a title, ingredients and the body of

the recipe, and we use all the information.

We pre-process the corpus within the Ogmios

platform (Hamon et al., 2007). We perform mor-

phosyntactic tagging and lemmatization with Tree

Tagger (Schmid, 1994), and use the term extractor

YATEA(Aubin and Hamon, 2006).

4.2 Parameters and models of hybridization

In these different sets we vary two main kinds of

parameters (cf. table 1): window size and models

of hybridization.

We test two window sizes. With a large one

of 20 words around the target (10 before, 10 af-

ter, henceforth W10) we may take into account the

highest number of possible relations, because the

average size of a sentence in French is 20 words

2http://deft.limsi.fr/2013/
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Window size 4 (W2) and 20 (W10) words around the target

Hybridization

none: DAonly

one method: DA/LSP, DA/LI, DA/TV

two method combination: DA/LI+LSP, DA/LSP+LI, DA/TV+LSP, DA/LSP+TV

three method combination: DA/LI+LSP+TV, DA/LSP+LI+TV, DA/TV+LSP+LI

Table 1: Parameters

and we restricted the relation acquisition to the

sentence level. But such a large window may face

a lack of specificity and get too much noise. We

also test a window of 4 words (2 before, 2 after,

henceforth W2). Such a size applied after remov-

ing the function words is comparable to a 8 word

window applied to the original texts (Rapp, 2003).

We test different models of hybridization. We

first use DA on its own, without normalizing the

contexts (DAonly). This set is a reference to

which compare the hybridization sets. As for the

models of hybridization, we first separately evalu-

ate the contribution of each method (LSP, LI, TV)

in distributional context, and then different types

of combinations of the methods integrated in DA.

Within these combinations, we first exploit two

methods together and then three. Our goal is to

evaluate the impact of the order of the methods

and the contribution of each method.

4.3 Comparison with existing resources

In order to evaluate the quality of the acquired re-

lations, we compare our relations with three dif-

ferent resources: Agrovoc3, of 75,222 relations

[AGRO], and UMLS4.

With the UMLS resource, we build two dif-

ferent resources: one more general [UMLS] of

2,325,006 relations, and a more specific one re-

stricted to terms belonging to the Food concept

(semantic type T168) [UMLS/Food] of 1,843 re-

lations.

We only use the relations for the nouns and

terms of our corpus, because adjectives were not

represented in the resources. In that respect, we

evaluate our work with 1,551 ([AGRO]), 1,800

([UMLS]) and 871 ([UMLS/Food]) relations.

We use those three resources because of avail-

ability. The comparison with UMLS/Food and

Agrovoc is justified by the presence of relations

between food terms in both resources. But in

3http://aims.fao.org/standards/agrovoc/about
4http://www.nlm.nih.gov/research/umls/

cooking recipes, we may find other types of re-

lations, as the relation between a food term and

a term belonging to another semantic class. The

comparison with the whole UMLS may allow to

detect other relations than ingredient relations.

Even if we can not expect an important overlap

between these resources and the corpus, the com-

parison of our results to the relations issued from

these resources gives an indication of the contri-

bution of each proposed hybridization model.

We compute precision for each target term:

semantic neighbours (acquired by our method)

found in the resource by the semantic neighbours

acquired by our method. For each target term, we

sorted the semantic neighbours we obtained ac-

cording to their similarity measure, and apply four

thresholds: precision after examining 1 (P@1), 5

(P@5), 10 (P@10) and 100 (P@100) neighbours.

5 Results and discussion

We proceed to the analysis and discussion of the

results we obtain with our hybrid method. Regard-

ing the relations provided by the terminologies,

we present here the results obtained for nouns and

terms only.

We evaluate precison after examining four

groups of neighbours. The best results are ob-

tained with P@1, and decrease when we consider

more neighbours: the more neighbours we con-

sider, the lower precision is. For instance, for

nouns-W10, precision decreases from 0.089 for

P@1 to 0.009 for P@100, when compared with

Agrovoc. We make similar observations on all

the sets of results. Best results in first position

means that the values of the measures rank quite

correctly the proposed relations, and therefore that

the choice of the measure was a good choice.

The table 2 presents the results for P@1, given

the two window sizes (W10 andW2). We describe

here only those results. The relations produced

by DA (DAonly) are considered as our baseline.

The low precision of our results was expected and
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c Noun-W2 0.024 0.024 0.024 0.073 0.072 0.067 0.073 0.039 0.039 0.067 0.039

Noun-W10 0.089 0.089 0.071 0.109 0.109 0.111 0.109 0.071 0.056 0.111 0.071

Term-W2 0.023 0.024 0.000 0.034 0.034 0.000 0.034 0.000 0.000 0.000 0.000

Term-W10 0.010 0.010 0.031 0.000 0.000 0.000 0.000 0.047 0.047 0.000 0.047

U
M

L
S

Noun-W2 0.098 0.098 0.139 0.074 0.074 0.034 0.074 0.051 0.051 0.034 0.051

Noun-W10 0.088 0.088 0.086 0.077 0.077 0.038 0.077 0.086 0.081 0.038 0.086

Term-W2 0.094 0.100 0.000 0.115 0.120 0.000 0.115 0.000 0.000 0.000 0.000

Term-W10 0.037 0.042 0.000 0.042 0.043 0.000 0.042 0.000 0.000 0.000 0.000

U
M

L
S
/f
o
o
d Noun-W2 0.059 0.059 0.094 0.083 0.080 0.034 0.083 0.054 0.054 0.034 0.054

Noun-W10 0.075 0.075 0.095 0.074 0.074 0.038 0.074 0.095 0.102 0.038 0.095

Term-W2 0.070 0.071 0.000 0.097 0.097 0.000 0.097 0.000 0.000 0.000 0.000

Term-W10 0.026 0.026 0.000 0.032 0.031 0.000 0.032 0.000 0.000 0.000 0.000

Table 2: Precision of the results against each resource after examining the first neighbour (P@1)

can be explained by the fact that even if the re-

sources are relevant for our corpus, they are not

fully adapted. However, the comparison of the

precision values gives important information on

the usefulness of the hybridization models.

Results are better for nouns (between 0.056

and 0.111 for nouns-W10 and between 0.024 and

0.073 for nouns-W2, with Agrovoc) than for terms

(between 0 and 0.047 for terms-W10, and between

0 and 0.34 for terms-W2, with Agrovoc). This is

not surprising because terms do not match easily

with other terms in resources. This can be due to

two main factors: terms are less frequent and it

is difficult to match terms from the terminologi-

cal resources in the corpus. As for the window

size, we observe that generally W10 gives good

results for nouns and W2 is better with terms. But

when we look more in details, we observe that the

quality of the results depends on the resource used

for comparison. For nouns, with Agrovoc and

UMLS/food, W10 gives the best results, but when

compared with UMLS results are better with W2.

The difference is similar with terms, but in this

case results are better with W2 when compared

with UMLS and UMLS/food, and better withW10

when compared with Agrovoc.

Linguistic approaches Considering the three

methods individually, TV seems to have no in-

fluence on the computation of semantic simi-

larity; the results obtained with DAonly and

DA/TV are identical, except for terms W2 and

W10 when compared with UMLS. Also, in all

the hybrid sets, exploiting TV in the distribu-

tional contexts doesn’t influence the results, ex-

cept for DA/LI+LSP+TV with nouns-W10 when

compared with Agrovoc and UMLS/food, and

DA/TV+LSP with term-W2 when compared with

UMLS. This may be because of the small num-

ber of relations used and our current way of DA

hybridization with TV.

On the contrary, LSP is the method that most in-

fluences the results: most of the time they give bet-

ter results than DA. The best hybridization model

for terms is the normalization with LSP, whereas

for nouns the combination of LI and LSP is the

best choice. The order of the methods also mat-

ters, but results also differ according to the re-

source; DA/LSP+LI (and DA/LSP+LI+TV) give

better results when compared with UMLS/food,

and DA/LI+LSP (and DA/LI+LSP+TV) give bet-

ter results when compared with Agrovoc. What

emerge from these results is that generalization

with hyperonyms is the best configuration, for

both terms and nouns, and that the quality of the

hyperonymy relation is important as well. Lexi-

cal inclusion used after patterns does not seem to

bring new relations but allow to rule out noisy re-

lations. By noisy relations, we mean relations not

found in the resource. But these relations may be

interesting and may be domain relations.

Resources and relation types The relations

found by our method in UMLS/Food are co-
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hyponyms (eg: ail (garlic)/oignon), those found

in Agrovoc are both hyperonyms (eg: épice

(spice)/poivre (pepper)) and meronyms (eg: miel

(honey)/sucre (sugar)). Relations found in the

whole UMLS are the same as those found in

UMLS/food. The identification of terms allow

to find more relations, between simple terms and

complex terms. For instance, in UMLS/food,

our method found the co-hyponyms poivre blanc

(white pepper)/poivre noir (black pepper) and

miel (honey)/fruit that are not identified by taking

into account nouns only.

6 Conclusion

In this work, we present our hybrid method based

on normalization of distributional contexts. Our

method aims at acquiring semantic relations from

specialized texts, and is adapted to low frequency

words. We normalize contexts with relations ac-

quired by three linguistic approaches; two meth-

ods of hyperonymy relation acquisition and a

method of morpho-syntactic variant acquisition.

We focus on relations between nouns and terms.

We tested our method on a French corpus com-

posed of cooking recipes, varying one parameter

in our DA method, the window size, and testing

different models of normalization. Normalization

obtains the best results when realized with hyper-

onyms and also depends on the quality of the hy-

peronymy relations. In our method, the hyper-

onym used for normalization is the one with the

highest frequency. Even if precision values pre-

sented in this work are currently low and results

differ according to the resource used for evalua-

tion, it emerges that the best parameters are for

nouns a W10 with LSP, and for terms a W2 with

LSP and LI. This set of parameters is to be used for

classical types of relations. But other types may be

acquired with our DA++ method, especially do-

main specific relations. In order to have a better

knowledge of the influence of each hybridization

model, quality of the results has to be analyzed

more deeply by manually checking with the val-

idation of a subset of relations, and with a study

of relations that are in common or not between

the various results sets. For future work, we plan

to investigate other strategies of normalization by

assigning a weight to the relations proposed by

the linguistic methods, or taking into account the

level in the hierarchy. In that latter approach, the

choice of the hyperonym used for the normaliza-

tion could be guided by a distance (Resnik, 1995;

Leacock and Chodorow, 1998). Relations used for

normalization can also be issued from terminolog-

ical resources. Furthemore, we will intend to com-

bine the methods before normalization and exploit

other similarity measures.
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