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● Blood flow interruption causes ~2M neurons to 
die every minute [1].

[1] Scott Rudkin et al. “Imaging of acute ischemic stroke”. In: Emergency radiology 25 (2018)                                                                                                                                                                                             
[2] C. W. Tsao et al., “Heart Disease and Stroke Statistics—2023 Update: A Report From the American Heart Association,” Circulation, vol. 147, no. 8, Feb. 2023, doi: 10.1161/CIR.0000000000001123.           
[3] Feigin, Valery L., et al. "Pragmatic solutions to reduce the global burden of stroke: a World Stroke Organization–Lancet Neurology Commission." The Lancet Neurology 22.12 (2023): 1160-1206.
[4] Widimsky, Petr, et al. "Acute ischaemic stroke: recent advances in reperfusion treatment." European Heart Journal 44.14 (2023): 1205-1215.
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● Blood flow interruption causes ~2M neurons to die 
every minute [1].

● Second cause of death worldwide (>7M in 2020) [2].
● Third cause of disability (DALYs ~143M) [2, 3].

● Ischemic stroke represents ~87% of all cases [2].
● The acute phase is the critical early window where 

rapid intervention can minimize brain damage and 
improve outcomes [4].
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PatientDx: Merging Large Language 
Models for Protecting Data-Privacy in 
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Motivation

An Electronic Health Record (EHR) is digital patient's medical history containing multi-table 
relational schemas (labs, medications, diagnoses), high dimensionality (thousands of features 
across dozens of tables), and heterogeneous data formats (categorical, continuous, temporal).
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Context
Typical fine-tuning of LLMs demands vast amounts of annotated data and computational 
power to improve task performances.

These fine-tuning approaches raise serious privacy concerns in sensitive domains, such 
as healthcare.  Main reason are the memorization capabilities of LLMs.
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Context
Typical fine-tuning of LLMs demands vast amounts of annotated data and computational 
power to improve task performances.

These fine-tuning approaches raise serious privacy concerns in sensitive domains, such 
as healthcare.  Main reason are the memorization capabilities of LLMs.

Different privacy-preserving techniques exist: data sanitization, protection to membership 
inference attack, etc.

In this work, we propose an alternative approach applied on clinical prediction tasks 
based on patient EHR 
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Proposition - Model Merging
Model merging involves the combination of multiple pre-trained (or 
fine-tuned) models sharing the same architecture.

We propose model merging as an efficient technique for 
privacy-preserving beyond performance and transferability 
improvement.

We aim to find a potentially setting where a merged model based on 
input pre-trained LLMs, outperform the input models on private data.

Contribution: Can we develop an effective and 
trustworthy LLM for predictive healthcare applications 
using only pre-trained models, without relying on 
fine-tuning with private patient information?
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PatientDx - Motivation
● For a healthcare predictive task on patient data.

○ Input: A patient P, represented with EHR Table T
○ Goal: For a task t and an LLM M, we aim to generate a 

patient outcome y that belong to a set of classes.
● Observation 1: Patient data consist of: demographics and 

clinical features, laboratory measurements, diagnoses and 
procedures.
○ They contain fine-grained values of time-series, clinical 

features, timestamps and others. 
○ A LLM needs to understand the highly dense numerical 

values      LLM adapted for numerical reasoning 

Patient profile:
The patient is 43 years 
old. The patient is male. 
The diagnosis are: … 
The laboratory 
measurements are: …
Question: Will the 
patient die in the next 48 
hours?
Answer: __(yes/no)
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PatientDx - Motivation
● Observation 2: Analyzing merge LLMs performance, it indicates that finding 

best configuration is worth exploring.

Mortality Task from 
MIMIC-IV

Pre-trained LLMs are 
at lambda = {0,1}
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PatientDx - Framework

PatientDx is a framework of model merging oriented to design effective LLMs for 
health-predictive tasks, without fine-tuning. 

Advantages:

● Handle privacy risks and optimize performances
○ Given n input pre-trained LLM on nonprivate data M1,M2…Mn with the same 

architecture and parameters p1, p2, …pn . Inherently, none of the models handles 
privacy risks both at training nor inference.

● Cost to find the right model merge (model selection) are only inference-based
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PatientDx - Framework

We explore 2 state-of-the-art merging techniques, under n=2 models to merge.

● Model Soup[1]: linear combination of input models’ weight using a model-wise 
coefficient.  

p*= ∑ lambdai * pi

● SLerp[2]: based on angular combination of the input models.

p*= ∑ pi *sin(lambdai Ω) / sin(Ω)

with Ω as the angle subtended by the arc formed by the vectors p1, p2

[1] Model soups: averaging weights of multiple fine-tuned models improves accuracy without increasing inference time (Wortsman et al 2022)
[2] Spherical linear interpolation and text-anchoring for zero-shot composed image retrieval (Jang et al 2024)
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Experimental Setup
● Dataset: MIMIC-IV dataset (Tables: 

demographics, diagnosis, chartevents, 
medications, procedures, outputevents)

● Task: Mortality prediction

● Metrics: AUROC, AUPRC
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Experimental Setup
● Models: We explored 3 main categories: 

○ Biomedical (BioMistral, Med42, Meditron), 
○ Instruct (Mistra Instruct, Llama Instruct),
○ Math (Mathstral, DARTmath)

We use the Mergekit tool[3] to merge the models.

● We created the following merged models:
○ PatientDx7b: combination of Mistral models (Instruct and Math version)
○ PatientDx8b: combination of Llama models (Instruct and Math version)
○ PatientBioDx8b: Combination of Llama models (Biomedical and Math version)

[3] Arcee’s mergekit: A toolkit for merging large language models (Goddard et al. 2024)
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Results
● We analyse the model merging effectiveness.
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Results
● We analyse the model merging effectiveness.

● In Mortality: Meditron 7b and Mistral7bInstruct are our strongest baselines with 
AUROC>0.55 and Med42 8b with AUPRC=0.2.



35

Results
● We analyse the model merging effectiveness.

● In Mortality: Meditron 7b and Mistral7bInstruct are our strongest baselines with 
AUROC>0.55 and Med42 8b with AUPRC=0.2.

● PatientDx outperforms all baselines in terms of AUROC. 



36

Results
● We analyse the model merging effectiveness.

● In Mortality: Comparing PatientDx8b against Llama3 and DARTmath, we obtain a 
large improvements
○ PatientDx models can outperform input models.
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Results
● We analyse the model merging effectiveness.

● In Mortality-hard: We observe general drop in performance for all models.

However, merged models (PatientDx8b) still outperform input models, being more robust 
and less affected by the reduction of textual information
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Results
● Ablation study on the use of a math-based model and the SLerp merging technique.
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Results
● Ablation study on the use of a math-based model and the SLerp merging technique.

● The Math model is a critical feature in our merging approach, with an average drop of 
13.7% in performance.

● The absence of SLerp technique is also critical in the performance with an average drop of 
14.4%

● Particularly, PatientDx8b, removing the Math model is more critical than removing SLerp.
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Analysis of generated answer from 
input and merged models.

● The question includes 
numeric data in the input 
(age) and the output (dose)

● Meditron models answer is 
unrelated to the task.

● Med42 provides a more 
coherent answer with 
recommendations

● Math-based models use short 
answers and more 
numeric-information

● PatientDx8B provides a more 
contextualized answer than 
the input models, but fails to 
include patient’s condition.
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Conclusion

● Merging models is a competitive strategy to obtain new shareable models with 
competitive prediction capabilities
○ And with no risk of data privacy violation

● PatientDx shows that merging a Math model with an Instruct or Biomedical model  
achieves improvements on mortality tasks.

● Further merging methods should be explored to adapt better on clinical tasks.
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Questions?

Model Paper



Evaluating LLM Abilities to Understand 
Tabular Electronic Health Records: 

A Comprehensive Study of Patient Data Extraction and Retrieval
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Motivation

An Electronic Health Record (EHR) is digital patient's medical history containing multi-table 
relational schemas (labs, medications, diagnoses), high dimensionality (thousands of features 
across dozens of tables), and heterogeneous data formats (categorical, continuous, temporal).
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Template-based

HTML-based LLM rewriting

Because of the remarkable capabilities of LLMs on text data, with this work, we 
want to draw the best practices to use LLM by studying different “readable” patient 
representations for two healthcare-related tasks (information extraction and 
retrieval) that require integration of structural schemas and semantic analysis of the 
content 
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IR & IE



Challenges
The tabular nature of EHRs raise the following challenges

- Lack of standardized serialization methods for tabular data (text transformation)
- Lack of generalizability across data representations
- Lack of grounding with prior (pre-trained) knowledge

Data/evaluation challenge: no existing dataset for LLM evaluation using EHR data

47



Challenges
The tabular nature of EHRs raise the following challenges

- Lack of standardized serialization methods for tabular data (text transformation)
- Lack of generalizability across data representations
- Lack of grounding with prior (pre-trained) knowledge

Data/evaluation challenge: no existing dataset for LLM evaluation using EHR data

48

Our contributions are:
● An extensive evaluation of two LLMs on IE and 

IR tasks 
● A new MIMIC-based dataset for patient 

information extraction and retrieval



Study Design - EHR Tasks
● Repository R that contains raw tabular EHR data

○ features F = {f1, . . ., fk}
○ Patient pi can be formalized as a reference table Ti structured using a subset of features Fpi ⊆ F 

where Fpi = {fpi1, . . ., fpiki}, with ki is the number of EHR features in Ti.
● Extraction: Answer specific queries about a patient's medical history

○ Input: (pi serialized data, Text query extraction q)
○ Expected output: set of {fpij} that satisfies query extraction q 

find the primary disease and diagnoses icd9 code of the patient?
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● Repository R that contains raw tabular EHR data

○ features F = {f1, . . ., fk}
○ Patient pi can be formalized as a reference table Ti structured using a subset of features Fpi ⊆ F 

where Fpi = {fpi1, . . ., fpiki}, with ki is the number of EHR features in Ti.
● Extraction: Answer specific queries about a patient's medical history

○ Input: (pi serialized data, Text query extraction q)
○ Expected output: set of {fpij} that satisfies query extraction q 

find the primary disease and diagnoses icd9 code of the patient?

● Retrieval: Finding relevant patients matching specific clinical criteria
○ Input: (R, Text query criteria q)
○ Expected output: Ranked set of {pi} that satisfies query criteria q 

which patients diagnosed under icd9 code 76525 had cerebrospinal fluid as lab test fluid?
50



Study Design - MIMICask and MIMICsearch datasets
Based on MIMIC III (and MIMICSQL), we generate two new MIMIC variants: MIMICask and MIMICsearch

51
[Wang et al., 2020] Ping Wang, Tian Shi, and Chandan K. Reddy. "Text-to-SQL Generation for Question Answering on Electronic Medical Records."The Web Conference 2020 (WWW’20).

[Wang et al., 2020]

single patients

Modified SQL 
queries 

Single   -  MIMICask
Multiple -  MIMICsearch

into natural 
language

multiple patients



Study Design - Prompting strategies
We consider prompts as triplets following the concatenation of elements in the form:

< Instruction, [Demonstrations], Context >

Prompting strategies defined by multiple configurations of the prompt format:

- Instruction: How to address the task
- Guided (task-specific clinical heuristics)
- Non-guided (general task description)

- Demonstrations: How select examples (zero-shot vs. few-shot using ICL)
- Query-based vs. Patient-based similarity selection

- Context: How represent EHR data (serialization methods and feature selection)
- Feature selection: all vs. random
- Value aggregation: raw vs. avg (temporal-aggregated)
- Serialization: txt vs. xsep vs. sgen 
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Research Questions
We explore multiple prompts elements that may affect performance:

● (RQ1) How can the structure and content of tabular EHRs be leveraged to grasp  
insights when applied in EHR tasks?

● (RQ2) How effective is guided task completion for EHR tasks?
● (RQ3) How does the choice of demonstrations in ICL affect performance on EHR 

tasks? 
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Results - RQ1
Leveraging tabular EHR structure and content

- Extraction: Requires deeper (fine-grain) EHR 
comprehension

- Retrieval:  Requires global (coarse-grain) EHR 
comprehension

54

- Serialization method 
- Llama (sgen) and Meditron (txt, sgen) outperform on both tasks

- Meditron best performance on txt over sgen -> medical knowledge captured by Meditron endows it with better 
abilities to leverage EHR information

- Patient data retrieval is a more difficult task than patient data extraction for both LLMs
-
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- Serialization method 
- Llama (sgen) and Meditron (avg - txt, sgen) outperform on both tasks

- Meditron performance is better on txt over sgen -> medical knowledge captured by Meditron endows it with 
better abilities to leverage EHR information

- Patient data retrieval is a more difficult task than patient data extraction for both LLMs
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- Serialization method 
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Results - RQ2
Guiding task completion: Evaluation on the impact of the instruction component

- Minimal performance difference between guided and non-guided instructions

Task-Specific Variations: 

- Extraction tasks benefit slightly from more detailed instructions
- Retrieval tasks show no improvement with instruction elaboration

Model Differences: Meditron shows more sensitivity to instruction design than Llama
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Guiding task completion: Evaluation on the impact of the instruction component

- Minimal performance difference between guided and non-guided instructions

Task-Specific Variations: 

- Providing more detailed instructions offers a slight improvement in extraction tasks
- Retrieval tasks show no improvement with instruction elaboration

Model Differences: Meditron shows more sensitivity to instruction design than Llama
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Results - RQ2
Guiding task completion: Evaluation on the impact of the instruction component

- Minimal performance difference between guided and non-guided instructions

Task-Specific Variations: 

- Extraction tasks benefit slightly from more detailed instructions
- Retrieval tasks show no significant improvement with instruction elaboration

Model Differences: Llama benefits slightly more from explicit guidance than Meditron
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Results - RQ3
Selecting demonstrations: Evaluation on the impact of demonstration 
quality in an ICL setup on task performance.

Task-Specific: 

- Extraction task: improvements by using demonstrations
- Retrieval task: Zero-shot approaches surprisingly outperform 

few-shot methods

Example Selection: Query-based examples (similar questions) 
outperform patient-based examples
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Results - RQ3
Selecting demonstrations: Evaluation on the impact of demonstration 
quality in an ICL setup on task performance.

Task-Specific: 

- Extraction task: improvements by using demonstrations
- Retrieval task: Zero-shot approach surprisingly outperforms 

few-shot methods

Example Selection: Query-based examples (similar questions) 
outperform patient-based examples and random
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Results - Comparative evaluation

66

SQL-based



Summary of Take-Away Messages
1. Keep all the features: Unsurprisingly context is improved when using all available EHR 

features, leading to better task performance. However, if longitudinal values are present, 
then use feature value aggregation.

2. Serialization method selection: The best EHR serialization method is based on the LLM 
self-generated (sgen) EHR tabular descriptions.

Medical-aligned LLMs can perform correctly with template-based serialization.

3. Example Selection: For ICL, demonstration selection based on queries (instead than based 
on patients) is more effective for extraction as the number of examples increases. 
Conversely, the retrieval task better leverages zero-shot setups.

4. Fine-tuning Approach: Fine-tuned LLMs with basic data-to-text EHR serialization 
methods achieve the best performance across tasks compared to general fine-tuned models

67
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Early stroke functional outcome prediction 
from admission clinical records

Santiago Gómez - José G. Moreno - Daniel Mantilla - Fabio Martínez.
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Functional Outcome Prediction
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Functional Outcome Prediction

Proposed: First approximation for functional outcome prediction based exclusively on unstructured 
clinical notes collected at admission. The strategy consists of three stages: 1) preprocessing, 2) admission 
notes codification with lexical- and semantic-based models, and 3) vectors classification with XGBoost.



Encoding Admission Records (sentence BERT)

72



Dataset

284 cases of ischemic stroke treated at 2 clinics between October 2021 and April 2024

Inclusion criteria: >= 18 years old and no evidence of cerebral hemorrhage

Admission notes written in Spanish, baseline clinical variables, details of the treatment administered, and 
outcome measures, modified Rankin Scale (mRS) at discharge and 30 and 90 days after treatment (exclusion 
criteria)

Data was anonymized. Patient identifiers (name, ID, and birth date) removed, and admission notes revised

The study protocol was approved by the ethics committees CEINCI-UIS and CEI-FOSCAL at FOSCAL 

The dataset includes patient age (73.1 ± 13.2 years) and gender (146 females, 137 males, and 1 unspecified), 
along with variables grouped into five categories: baseline clinical, imaging-derived measures, acute 
treatment, treatment success, and functional outcomes
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Preprocessing
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Functional Outcome Prediction (parameter tuning)

■ The balanced accuracy emerged as the most well-rounded objective, while 
its AUROC (0.692) and F1-score (0.812) were slightly lower, it delivered the 
best results in balanced accuracy (0.623), precision (0.737), and specificity 
(0.341). 
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Functional Outcome Prediction

■ Best: TF-IDF with original documents (0.662) and ClinicalBERT with 
original documents augmented with 25% Llama content (0.662).

■ Decrease in performance when augmentation exceeded 25%.
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Functional Outcome Prediction
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Admission 
notes

Text
Encoder Classifier

Unfavorable (mRS > 2)
Favorable (mRS <=2)

■ As expected, the model 
trained with all variables 
achieved near-perfect 
performance across all 
metrics. 

■ Removing only the 
discharge mRS led to a 
notable drop in 
performance. 

■ The remaining models, 
exhibited comparable 
performance.

Functional Outcome Prediction
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Take away messages

● Learn about LLMs (trending topic) but do not skip not modern lectures, 
traditional models could be your only option! I’m a LLM believer but there is not 
reason to ignore traditional models!

● Medical data is usually a scare and “inaccessible” resource. Having access to 
some is already a big step in research

● Privacy is a major issue in medical data which could be an disadvantage for LLMs. 
However, adapted solutions may be helpful

● Although no deeply discussed here, fine tuning encoder-based models may be a 
better option in terms of performance, but they also may “memorize” some data

● The works presented here are more decoder oriented guided by our project goals 

86



Question

Have you noted that:

● For the first work, we shared the model (LLM) and paper
● For the second work, we shared the code and paper
● For the third work, we shared only the paper

Do you understand why?
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Thank you!
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