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Outline
� Eliminating “drudgery”: 1960-1998
� Towards automation: the last 10 years
� Discussion and outlook: lexicographer’s

changing role
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Key tasks in lexicography

� Data collection: corpora and other forms
of evidence

� Data analysis: sifting the evidence to
discover relevant facts

� Synthesis: creating dictionary entries
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Data collection: developments
� Pre-1980

� Hand-gathered citations (Johnson, OED)
� Low volumes of data, bias towards the atypical

� Early corpora (for English)
� Brown (1962), BCET (1982), BNC (1992)
� Steady growth: 1m � 10m � 100m
� But: labour-intensive, expensive, not big enough
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Data collection (contd)
� Post-2000

� Web as data-source: arrival of mega corpora
� 2bn normal (for English), 20bn on horizon

� Collection and annotation process (almost) fully
automated: a ‘one-stop’ operation (WebBootCat
and similar technologies: Baroni et al. 2006)

� Now Twitter feeds: e.g. http://bit.ly/twittergender
shows gender differences in language use
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Data collection: outcomes
� Time/effort: 99% less
� Costs: much lower, reduces “entry fee” to

corpus lexicography
� Diversity of content: some gaps on Web, but

mainly positive (e.g. Keller & Lapata 2003,
Fletcher 2004)

� Data volume: effectively unlimited, end of
data-sparseness
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Data analysis: developments
� Read/sort citations (Johnson to 1980):

manual, labour-intensive
� Scan concordances (COBUILD1: hard

copy): revolution for lexicography but
� relatively sparse data
� absence of linguistic processing

� From late 1980s: annotated corpora
� lemmatization, POS-tagging
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Extract from original COBUILD (BCET)
corpus: data for seal (1983)
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Data analysis: outcomes
� Volume of data

� BCET corpus 23 hits for seal (n & vb)
� UKWaC corpus has 38,237

� Ease of use: corpus query systems
� BCET: printed, fixed order
� Now: multiple views, sophisticated functionality

� Better data – but much more of it (so still
poses analysis problems
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Entry writing: developments
� Two aspects

� Applying labels: register, region, domain,
time, etc

� Inserting and aligning cross-references
� shut/close the stable door after the horse has

bolted
� where does it go? what cross-refs are needed?
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Labels: extract from (old) OED style
guide

Order and punctuation of labels
Single labels are followed by a full stop.
Where there is more than one label in an entry, the order is:

regional, subject, register, usage, status ...
Usage labels such as derog. or humorous are placed in parentheses
when they follow other labels, although not when they are used on
their own….

Where you wish to use two labels from the same category, e.g. two
status labels, they are joined using a roman ‘and’, not ‘or’, unless
there is actual doubt.
Examples:

Physics. rare.
S.Afr. Mining.
N.Amer. Mil. slang
U.S. Pol. (offensive)
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Cross-references
� First: completely manual

� hard work, unreliable
� Next: computer provides report (e.g.

unmatched x-refs), lexicographer fixes
� Now: completely handled by DWS:

efficiently, accurately, without you realizing it
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Entry writing: outcomes
� From 1960s: dictionary as database, each entry

component has own field
� Some data-types not intended for end-user (e.g.

semantic codes in LDOCE1)
� Publishers develop home-grown systems
� From 1990s: dedicated DWS - single package

handles
� text origination, editing, database functions,

workflow, output
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Summary: 1960-1998
� Positives

� Corpora: well-annotated, relatively inexpensive
to develop, much larger

� Corpus-querying software: fast, sophisticated,
less noise

� Entry writing: dedicated DWS facilitate main
tasks, from entry writing to publishing

� All: less drudgery, and computers do it better
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Summary: 1960-1998
� Limitations

� Ever-growing volume of data: analysis process
increasingly demanding

� Core tasks still depend on human effort, human
judgment
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Newer developments: 1998-

� Word Sketches
� GDEX
� Preferences: colligational and text-type

information
� Quality control
� Tickbox lexicography
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Word Sketches
� First version: MEDAL1 project, 1998-2001

� needed systematic account of collocation
� sketches presented as standalone html files

� Unintended consequences
� first place to look: Word Sketch then concordance
� solves “data overload” problem

� for humans: how to read and process all that data?
� for computers: more data is better data, higher chance

of separating signal from noise
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Changing role of technology
� From: supporting, facilitating

lexicographer’s work
� To: identifying salient facts, presenting

them to the lexicographer (who then makes
the final selection)
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Word Sketches: further developments
� Sketch grammars customized to specific

projects
� for DANTE project: gramrel names in Sketches

conform to DANTE styles
� “constructions” shown first in Word Sketch
� PP types (many) on a separate page
� new layout maximizes efficiency

� “More/Less data” buttons
� “One-click copying”: from corpus to DWS
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“Constructions” in Word Sketches for
DANTE project
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Word Sketch page showing PP’s
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“GDEX”: good example software
� First use, Macmillan project: attach examples

to collocations
� required 8000 new examples (suitable for learner’s

dictionary)
� ‘traditional’ method expensive – can it be

automated?
� GDEX: selects and promotes ‘best’ examples
� lexicographers usually select from top ten –

streamlines example-collection process
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GDEX heuristics
� Sentence length (10-26 words)
� Mostly common words: good
� Rare words: not so good bad
� Full sentences only
� Not too many pronouns (anaphoric reference)
� Not too many capitals (proper names)
� Typicality: third collocate is a plus
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Weighting
� For each sentence

� Score on each heuristic
� Weight scores
� Add together weighted score

� How to set weights?
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Labels: colligation, text-type
� Dictionaries use labels to identify

“preferences”
� Colligational preferences (cf. Hoey 2005), e.g.

� usually passive, never before noun, usually plural,
always imperative

� preferred position in sentence: at the same time
� Text-type preferences, e.g.

� style, register (formal, informal, journalistic, etc)
� region (American English, Indian English etc)
� domain (IT, chemistry, business, medicine etc)
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Applying Labels
� Currently a manual process

� lexicographer applies label if s/he notices a strong
preference for a given word, phrase etc

� unreliable, unsystematic
� A blunt instrument: limited range of categories,

scope for more granularity, e.g.
� always sentence-final, mainly in narrative/descriptive

writing, etc
� How to (a) automate (b) make more systematic?
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E.g. find nouns that are usually plural
� For each noun in the corpus

� Count, under condition 1
� all plural instances

� Count, under condition 2
� all instances

� Compute ratio
� Sort all words according to ratio
� Words at top of list are best candidates

� Mutatis mutandis, similar process for other
types of label (usually passive etc)
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Quality control
� Critical feature

� big, long-term projects
� large teams (often geographically dispersed)

� Traditional method
� Senior Editor scans text, identifies problems

� if trivial, fixes them
� if systematic (has lexicographer not understood an

aspect of editorial policy?), gives feedback
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Quality control
� Newer approach

� As above, but also
� create inventory of recurrent problems
� use search scripts in the DWS to identify all

cases of these
� fix them in a single operation:

� some manually, some by program
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Using search scripts for quality control
� Common problem: distinguishing

� We wanted to go: + Vinf_to
� We wanted her to go: + NP Vinf_to
� We were advised to go: ?

� Use these scripts in DWS search system
� <FwkStrCnt:(%<strv@code=(Vinf_to)),<hwd:(^#[a-

e].*)
� <FwkStrCnt:(%<strv@code=(NP Vinf_to)),<hwd:(^#[a-

e].*)
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Quality control: outcomes
� More complete, more systematic quality

control
� run routine checks at regular intervals

� Possibility of programming checks to
� run automatically
� fix problems automatically
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Tickbox lexicography (TBL)
� Combines Word Sketch and GDEX, e.g.

� version of Word Sketch with tickboxes beside each
collocate

� tick required collocations, click “next” button
� system offers six possible examples (filtered by

GDEX)
� tick the required examples, then click “copy to

clipboard” button
� system builds XML structure (according to DTD of

target dictionary)
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TBL: outcomes
� Streamlines corpus analysis process
� Gets contextual data + related examples

into the DWS quickly
� First stage in creating a dictionary
� Further developments in progress
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Conclusions: the story so far
� Data collection: largely automated
� Data analysis: streamlined
� Simpler lexicographic tasks (drudgery): largely

automated
� computers better than humans: faster, more

accurate, more systematic
� More complex tasks (e.g. labelling,

constructions) significantly streamlined
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Prospects
� Lexicographer’s changing role

� from scanning data, to identify lexicographically-
relevant facts

� to validating (or rejecting) decisions made by
computer

� New role
� Identify/describe what can be automated �

expand set of automatable processes
� Identify weaknesses in support software


